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NERSC has been supporting data 
intensive science for a long time
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Growth of ‘data’ projects
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What do we mean by data-intensive 
projects?

•  Projects	analyzing	data	from	experimental	or	
observa8onal	facili8es	

•  Projects	combining	modeling/simula8on	with	
experimental/observa8onal	data	

•  Projects	with	complex	workflows	that	require	large	
amounts	of	data	movement	

•  Projects	using	analy8cs	in	new	ways	to	gain	insights	
into	scien8fic	domains	
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Some exemplars

ASCR:	Algorithms	for	next	
genera?on	light	sources	
PI:	Sethian		
	
	

HEP:	CMB	Data	Analysis	
for	Planck	Satellite		
PI:	Borrill		
	

BES:	Large	Scale	
3D	Geophysical	
Inversion	&	
Imaging		
PI:	Newman	
	

FES:	LLNL	MFE	
Supercompu?ng	
PI:	Maxim	
	

BER:	Joint	Genome	Ins?tute,	
Produc?on	Sequencing	
PI:	Ruben/Ac?ng		
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BES:	Advanced	Light	Source	
PI:	Banda	
	

HEP:	Dark	Energy	Survey	
PI:	Habib	
	

NP:	Simula?ons	and	Analysis	
for	IceCube	
PI:	Palczewski	
	
	

BER:	Development	of	the	LES	
ARM	Symbio?c	Simula?on	and	
Observa?on	Workflow	
PI:	Vogelmann	
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DAS Goal: 
“Enable Data-Intensive Science at Scale”

•  Provide	world-class,	produc8on	quality	so`ware	
services	for	all	major	Data	capabili8es:	
–  Analy?cs,	Management,	Workflows,	Transfer,	Access,	

Visualiza?on	
•  Pioneer	evalua8on,	research	and	deployment	of	Big	
Data	technologies	
–  Focusing	on	produc?vity	and	performance	

•  Engage	with	stakeholders	to	enable	scien8fic	
discovery	in	a	data-driven	world	
–  Users,	Compu?ng	Sciences	Staff,	Vendors,	Researchers	

(Industry,	Academia)	
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NERSC is making significant investments!
 on Cori to support data intensive science
•  High	bandwidth	external	connec8vity	to	experimental	
facili8es	from	compute	nodes	(So`ware	Defined	
Networking)	

•  NVRAM	Flash	Burst	Buffer	as	I/O	accelerator	
•  More	login	nodes	for	managing	advanced	workflows	
•  Support	for	real	8me	and	high-throughput	queues	with	
SLURM	

•  Virtualiza8on	capabili8es	with	Shi`er	(docker	
containers)	
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...through Innovative Technologies
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compute	
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NERSC’s Data and Analytics Software 
Portfolio
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Capabili8es	 Technologies	

Data	Transfer	+	Access	

Workflows	

Data	Management	

Data	Analy?cs	
	
	
	

Data	Visualiza?on	
	
	



Have a great day at Data Day!!!

•  We	want	to	hear	your	feedback	on	how	the	day	
went	

•  Reminder	that	NERSC’s	call	for	proposals	(ERCAP)	is	
open	now	to	apply	for	8me	in	2017	
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Extra slides
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What has changed? Increased data 
rates and new sensing capabilities
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LCLS	
Light	Source	
	 new 

accumulator 
ring 

Advanced	Lightsource	Upgrade	
	

Sequencers	that	fit	into	
the	palm	of	your	hand	
	

Environmental	
sensors	
	

•  In	the	next	5	years,	data	rates	will	be	approaching	Tb/
sec	for	many	instruments	

•  Infeasible	to	put	a	supercomputer	at	the	site	of	every	
data	generator		

Next	genera?on	
electron	microscope	
	



What has changed? Coupling of experiments 
with large scale simulations

Nyx	simulaGon	of	
Lyman	alpha	
forest	 KiP	Peak	NaGonal	

Observatory’s	Mayall	4-meter	
telescope,	planned	site	of	the	
DESI	experiment	
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Genomes	to	
watersheds		

New	climate	
modeling	methods,	
produce	new	
understanding	of	ice	



Burst Buffer: Non-volatile storage in HPC 
system for application I/O acceleration

•  Opportuni8es/Challenge	
–  First	facility	to	deploy	a	configurable	Burst	

Buffer		
–  Diverse	NERSC	workload	pushes	Burst	Buffer	

func?onality	beyond	checkpoint/restart	use	
case	

•  NERSC	Contribu8on	
–  NERSC-funded	NRE	with	Cray	to	develop	

DataWarp	sogware	
–  Early	User	Program	enabled	30	projects	to	

get	up	and	running	using	the	Burst	Buffer,	
with	NERSC	staff	assistance	

•  Impact							
–  CUG	2016	Best	Paper	Award	
–  Mul?ple	SC16	paper	submissions	from	early	

users	
–  Early	success	for	scien?sts	accelera?ng	their	

science	workflows	using	the	Burst	Buffer	
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Enhanced Networking for Cori
Progress	

•  HW	and	SW	installed	and	configured	
•  Simple	outbound	BW	tes8ng	shows	

4X	improvement	in	bandwidth	5.5	
Gb/s	vs	20Gb/s	

	
Ini8al	Science	Uses	Cases	

•  General	Atomics	–	5x	improvement	
talking	to	an	external	database	used	
in	a	real-8me	workflow	

•  Globus-url-copy	to	CERN	test	point	–	
100x	faster!	

•  LCLS	to	Cori	BB	now	100x	faster!	
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Next	Steps	
•  Scale	Tes8ng	160	Nodes	to	1	GW	
• Mul8-stream	In-bound	transfers	
• Med	Term:	scheduler	integra8on	
•  Long	Term:	so`ware	defined	
networking	circuit	tes8ng	and	
integra8on		



Shifter: Containers for HPC
Challenge	and	Opportunity	
•  Data	Intensive	compu?ng	ogen	require	large,	

complex	sogware	stacks		
•  Docker	becoming	standard	package	to	run	

applica?ons.	
	
Innova8on	
•  Shiger	is	a	NERSC	R&D	effort,	in	collabora?on	with	

Cray,	to	support	User-created	Applica?on	images.	
•  Shiger	provides	“Docker-like”	func?onality	for	HPC	
	
Impact	and	Early	Successes	
•  Shiger	has	enabled	mul?ple	projects	to	quickly	

make	use	of	NERSC	(e.g.	LCLS,	LHC)	
•  Shiger	can	improve	job-startup	?mes	and	

applica?on	performance	(e.g.	Python)	
•  Shiger	will	be	supported	by	Cray	and	is	under	

evalua?on	by	other	HPC	centers	
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NSHIFTER



Real-time Queue at NERSC
•  NERSC	has	made	a	small	pool	of	nodes	available	for	
immediate	turnaround	/	“Real8me”	compu8ng		
–  Up	to	32	nodes	in	real?me	queue	(1024	cores)	
–  Real?me	nodes	have	higher	priority	than	other	queues	
–  Pool	can	shrink	or	grow	as	needed	based	on	demand		

•  Approved	projects	have	a	small	number	of	nodes	
available	on-demand	without	queue	wait	8mes	
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•  Prototype	queue	used	by	a	handful	of	
projects	at	NERSC	

•  Real-?me	queue	accounts	for		<1%	of	
?me	at	NERSC	

•  NERSC	is	tracking	usage	and	use	cases	
closely	



Science Use Case: iPTF
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DISCOVERIES
Yi Cao, et al. (2015) Nature,
“A	strong	ultraviolet	pulse	from	
a	newborn	Type	Ia	supernova”	
	

PI:	Kasliwal,	Nugent,	Cao	

•  Nightly	images	transferred	
•  Subtrac8ons	performed	
•  Candidates	inserted	in	database	
•  Typical	turn-around	8me	<	5	

minutes	



Science Use Case: Advanced Light Source
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Produc8on	running	at	ALS	beamlines:	
•  24x7	Opera?on	
•  176,293	Datasets	
•  155	Beamline	Users	
•  1,050	TB	Data	Stored	
•  2,379,754	Jobs	at	NERSC	
	

•  Image	reconstruc8on	algorithms	
run	on	Cori	

•  3D	volume	rendered	on	SPOT	web	
portal	

•  ALS	beamline	users	receive	instant	
feedback	



NERSC users import more data than they 
export!

Impor?ng	more	
than	1PB/
month	

Expor?ng	more	
than	1PB/
month	



Challenge:	
Perform	extensive	image	classifica?on	and	
maximum	likelihood	op?miza?on	tasks	for	
large	CryoEM	datasets	0.5M-1M	images,	
total	size	O(100)GB	

Cryo-Electron Microscopy of Transcription 
Initiation

Result:	
10X	speed-up	using	NERSC	systems,	heavy	
value	on	?me-to-knowledge	for	experiments,	
usage	of	real-?me	queue	
	
	

3D	structure	of	a	TFIID-containing	
complex	with	a	key	role	in	the	regula?on	

of	gene	expression	
Louder	et	al.	(2016),	Nature	531	(7596):	604-619	

Cryogenic	electron	microscopy	(Cryo-EM)	
plays	key	role	in	allowing	determina?on	of	
3D	structures	of	highly	complex	molecular	
assemblies.	

Impact:	Two	nature	publica?ons,	“Near-atomic	resolu?on	visualiza?on	of	
human	transcrip?on	promoter	opening	(2016)”	and	“Structure	of	promoter-
bound	TFIID	and	model	of	pre-ini?a?on	complex	assembly	(2016)”	


